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FIG. 3A
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FIG. 7
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FIG. 8
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FIG. 9D
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FIG. 10A
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FIG. 10B
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IMAGE PROCESSING APPARATUS, METHOD
OF PROCESSING IMAGE, AND
COMPUTER-READABLE STORAGE
MEDIUM

CROSS-REFERENCE TO RELATED PATENT
APPLICATION

This application claims the benefit of Korean Patent Appli-
cation No. 10-2011-0080188, filed on Aug. 11, 2011, in the
Korean Intellectual Property Office, the entire disclosure of
which is incorporated herein by reference.

BACKGROUND

1. Field of the Invention

The invention relates to an image processing apparatus, a
method of processing an image, and a computer-readable
storage medium for executing the method.

2. Description of the Related Art

Often image processing apparatuses include a face detec-
tion function which may provide a user with functions and
information regarding detected faces in captured images.
Additionally, some digital image-capturing apparatuses
include functions to display a position of a detected face, and
functions to automatically focus based on a detected face.
But, despite the functionality included in some digital image-
capturing apparatuses, the user may not be pleased with the
quality of the captured image because the face or faces in the
image may not be of a high enough quality to satisfy the user.

SUMMARY

Therefore, there is a need in the art for an apparatus, com-
puter readable medium, and method for processing images,
the method including detecting a face from a first image;
determining a composition of the first image; selecting a
composition of a second image according to the composition
of'the first image; and generating the second image including
the face by trimming the first image, according to the com-
position of the second image. The method may further
include operations of storing the first image; and storing the
second image.

The operation of determining the composition may include
an operation of determining the composition of the firstimage
based on a position of the face, a size of the face, the number
of faces, or an aspect ratio of the first image.

The method may further include an operation of determin-
ing whether a trimming operation can be performed, accord-
ing to detection information regarding the face or the com-
position of the first image, and the operation of selecting the
composition and the operation of generating the second
image may be performed only when the trimming operation
can be performed according to a result of the operation of
determining.

The operation of determining the trimming operation may
include an operation of determining that the trimming opera-
tion cannot be performed if a plurality of faces is detected
from the first image, if a face is not detected from the first
image, or if a size of the face is greater than a reference value.

If a plurality of faces are detected from the first image, the
method may further include an operation of selecting faces to
be included in the second image based on a size of each of the
plurality of faces or a distance between the plurality of faces,
and the operation of selecting the composition may include an
operation of selecting the composition of the second image

10

15

20

25

30

35

40

45

50

55

60

65

2

based on the size of each of the plurality of faces or the
distance between the plurality of faces.

Ifthe plurality of faces are detected from the first image, the
operation of generating the second image may include an
operation of generating the second image by separately trim-
ming each of the plurality of faces, or may include an opera-
tion of generating the second image by performing a trim-
ming operation to include two or more faces from among the
plurality of faces.

The method may further include an operation of perform-
ing a post-processing operation for adjusting the clearness of
a face and the clearness of a background in the second image
according to the composition of the first image.

The method may further include an operation of editing the
composition of the second image according to a user input.

The method may further include an operation of storing
relation information indicating that the first image and the
second image include the same face.

According to another aspect of the invention, there is pro-
vided an image processing apparatus including a face detect-
ing unit for detecting a face from a first image; a composition
determining unit for determining a composition of the first
image; a composition selecting unit for selecting a composi-
tion of a second image according to the composition of the
first image; and an image generating unit for generating the
second image including the face by trimming the first image,
according to the composition of the second image.

The image processing apparatus may further include a data
storage unit for storing the first image and the second image.

The composition determining unit may determine the com-
position of the first image based on a position of the face, a
size of the face, the number of faces, or an aspect ratio of the
first image.

The image processing apparatus may further include a
trimming condition determining unit for determining
whether a trimming operation can be performed, according to
detection information regarding the face or the composition
of'the first image, and the image generating unit may generate
the second image only when the trimming condition deter-
mining unit determines that the trimming operation can be
performed.

The trimming condition determining unit may determine
that the trimming operation cannot be performed if a plurality
of faces are detected from the first image, if a face is not
detected from the first image, or if a size of the face is greater
than a reference value.

If a plurality of faces are detected from the first image, the
composition selecting unit may select faces to be included in
the second image and the composition of the second image,
based on a size of each of the plurality of faces or a distance
between the plurality of faces.

Ifthe plurality of faces are detected from the first image, the
image generating unit may generate the second image by
separately trimming each of the plurality of faces, or may
generate the second image by performing a trimming opera-
tion so as to include two or more faces from among the
plurality of faces.

The image processing apparatus may further include a
post-processing unit for adjusting the clearness of a face and
the clearness of a background in the second image according
to the composition of the first image.

The image processing apparatus may further include a
composition editing unit for editing the composition of the
second image according to a user input.

The data storage unit may store relation information indi-
cating that the first image and the second image include the
same face.
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According to another aspect of the invention, there is pro-
vided a computer-readable storage medium for storing com-
puter program codes for executing a method of processing an
image, the method including operations of detecting a face
from a first image; determining a composition of the first
image; selecting a composition of a second image according
to the composition of the first image; and generating the
second image including the face by trimming the first image,
according to the composition of the second image.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other features and advantages of the inven-
tion will become more apparent by describing in detail exem-
plary embodiments thereof with reference to the attached
drawings in which:

FIG. 1 is a block diagram illustrating of a structure of a
digital image-capturing apparatus that is an example of an
embodiment of the invention;

FIG. 2 is a diagram of an example of an image processing
apparatus according to an embodiment of the invention;

FIGS. 3 A through 3C illustrate an example of an image for
describing an embodiment of the invention;

FIGS. 4A and 4B illustrate examples of images which have
various compositions as second images for describing an
embodiment of the invention;

FIG. 5 is an example of a flowchart of a method of process-
ing an image, according to an embodiment of the invention;

FIG. 6 illustrates an example of a structure of an image
processing apparatus according to another embodiment of the
invention;

FIG. 7 is an example of a flowchart of a method of process-
ing an image, according to another embodiment of the inven-
tion;

FIG. 8 is a flowchart of an example of a method of process-
ing an image, according to another embodiment of the inven-
tion;

FIGS. 9A through 9E are example diagrams for describing
a process by which a composition of a second image is
selected based on a first image having a plurality of faces,
according to an embodiment of the invention;

FIGS. 10A through 10C are example diagrams for describ-
ing an example process by which a composition of an
example second image is selected based on a first image
having a plurality of faces, according to another embodiment
of the invention;

FIG. 11 illustrates an example of a structure of an image
processing apparatus, according to another embodiment of
the invention;

FIG. 12 illustrates an example of a screen of a user interface
for a composition editing operation, according to an embodi-
ment of the invention; and

FIG. 13 illustrates an example of a post-processing opera-
tion according to an embodiment of the invention.

DETAILED DESCRIPTION

The following description and drawings are provided to
give a sufficient understanding of embodiments of the inven-
tion. Functions or constructions that are well-known to one of
ordinary skill in the art may be omitted.

Hereinafter, the invention will be described in detail by
explaining example embodiments of the invention with ref-
erence to the attached drawings.

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.
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FIG. 1 is a block diagram illustrating of a structure of a
digital image-capturing apparatus 100 that is an example of
an embodiment of the invention. The digital image-capturing
apparatus 100 may include an image-capturing unit 110, an
analog signal processor 120, a memory 130, a storage/read
control unit 140, a data storage unit 142, a program storage
unit 150, a display driving unit 162, a central processing
unit/digital signal processor (CPU/DSP) 170, and a manipu-
lation unit 180.

Operations of the digital image-capturing apparatus 100
are controlled by the CPU/DSP 170. The CPU/DSP 170 pro-
vides a lens driving unit 112, an aperture driving unit 115, and
an imaging device control unit 119 with control signals for
operations of configuring elements.

The image-capturing unit 110 includes a lens 111, the lens
driving unit 112, an aperture 113, the aperture driving unit
115, an imaging device 118, and the imaging device control
unit 119 as configuring elements for generating an image of
an electrical signal from incident light.

The lens 111 may include groups of lenses or a plurality of
lenses. A position of the lens 111 is adjusted by the lens
driving unit 112. The lens driving unit 112 adjusts the position
of'the lens 111 according to a control signal provided from the
CPU/DSP 170.

A degree of opening and closing the aperture 113 is
adjusted by the aperture driving unit 115, and the aperture 113
adjusts the amount of light incident on the imaging device
118.

An optical signal that has passed through the lens 111 and
the aperture 113 reaches a light-receiving surface of the imag-
ing device 118 and then forms an image of a target object. The
imaging device 118 may be a Charge-Coupled Device (CCD)
image sensor or a Complementary Metal-Oxide Semiconduc-
tor Image Sensor (CIS), which converts the optical signal into
an electrical signal. Sensitivity (e.g. ISO value) or the like of
the imaging device 118 may be adjusted by the imaging
device control unit 119. The imaging device control unit 119
may control the imaging device 118 according to a control
signal that is automatically generated based on an image
signal that is input in real-time, or according to a control
signal that is manually input via user manipulation.

An exposure time of the imaging device 118 is adjusted by
a shutter (not shown). The shutter is classified into a mechani-
cal shutter and an electronic shutter, wherein the mechanical
shutter adjusts the incidence of light by moving a screen and
the electronic shutter controls an exposure by supplying an
electrical signal to the imaging device 118.

The analog signal processor 120 performs noise reduction,
gain adjustment, waveform shaping, analog-to-digital con-
version processing, or the like on an analog signal supplied
from the imaging device 118.

The analog signal processed by the analog signal processor
120 may be input to the CPU/DSP 170 via the memory 130 or
may be directly input to the CPU/DSP 170 without passing
the memory 130. Here, the memory 130 operates as a main
memory of the digital image-capturing apparatus 100 and
temporarily stores information for the CPU/DSP 170 to oper-
ate. The program storage unit 150 stores programs including
an operating system, an application system, and the like that
drive the digital image-capturing apparatus 100.

In addition, the digital image-capturing apparatus 100
includes a display unit 164 to display an operational state of
the digital image-capturing apparatus 100 or to display infor-
mation regarding an image captured by the digital image-
capturing apparatus 100. The display unit 164 may provide a
user with visual information and/or acoustic information. In
order to provide the visual information, the display unit 164
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may include a liquid crystal display (LCD) panel, an organic
light-emitting diode display panel, or the like. Also, the dis-
play unit 164 may include a touch screen capable of recog-
nizing a touch input.

The display driving unit 162 provides a driving signal to the
display unit 164.

The CPU/DSP 170 processes an input image signal and
controls each configuring unit according to the input image
signal or an external input signal. The CPU/DSP 170 may
perform image signal processing, including noise reduction,
gamma correction, color filter array interpolation, color
matrix, color correction, color enhancement and the like, on
input image data so as to improve image quality. Also, the
CPU/DSP 170 may generate an image file by compressing
image data that is generated by the image signal processing to
improve image quality or may restore image data from the
image file. An image compression format may be reversible
or irreversible. In a case of a still image, examples of the
image compression format include a Joint Photographic
Experts Group (JPEG) format, a JPEG 2000 format, and the
like. In a case where a moving picture is recorded, a moving
picture file may be generated by compressing a plurality of
compositions according to the Moving Picture Experts Group
(MPEG) standard. The image file may be generated accord-
ing to the Exchangeable image file format (Exif) standard.

The image data output from the CPU/DSP 170 is input to
the storage/read control unit 140 via the memory 130 or is
directly input to the storage/read control unit 140, and in this
regard, the storage/read control unit 140 stores the image data
in the data storage unit 142 according to a user signal or
automatically stores the image data in the data storage unit
142. Also, the storage/read control unit 140 may read data
regarding an image from an image file stored in the data
storage unit 142 and may allow the image to be displayed on
the display unit 164 by inputting the data to the display
driving unit 162 via the memory 130 or via another path. The
data storage unit 142 may be detachable or may be perma-
nently mounted in the digital image-capturing apparatus 100.

Also, the CPU/DSP 170 may perform unclearness process-
ing, color processing, blur processing, edge emphasis pro-
cessing, image analysis processing, image recognition pro-
cessing, image effect processing, or the like. The image
recognition processing may include face recognition process-
ing, scene recognition processing, and the like. In addition,
the CPU/DSP 170 may perform display image signal process-
ing to display the image on the display unit 164. For example,
the CPU/DSP 170 may perform brightness level adjustment,
color correction, contrast adjustment, outline emphasis
adjustment, screen division processing, character image gen-
eration, image synthesis processing, or the like. The CPU/
DSP 170 may be connected to an external monitor, may
perform predetermined image signal processing, and then
may transmit processed image data to allow a corresponding
image to be displayed on the external monitor.

Also, the CPU/DSP 170 may generate a control signal by
executing a program stored in the program storage unit 150 or
by including a separate module to control auto-focusing, a
zoom change, a focus change, auto-exposure correction, or
the like, so that the CPU/DSP 170 may provide the control
signal to the aperture driving unit 115, the lens driving unit
112, and the imaging device control unit 119 and may collec-
tively control operations of configuring elements included in
the digital image-capturing apparatus 100.

The manipulation unit 180 is a unit via which a user may
input a control signal. The manipulation unit 180 may include
various function buttons such as a shutter-release button for
inputting a shutter-release signal to allow an image to be
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captured by exposing the imaging device 118 to light during
a predetermined time period, a power button for inputting a
control signal to control power on or off, a zoom button for
widening and narrowing an angle of view according to an
input, a mode selection button, an image-capturing setting
value adjustment button, or the like. The manipulation unit
180 may be embodied as one of various forms including
buttons, a keyboard, a touchpad, a touchscreen, a remote
controller, and the like via which a user may input a control
signal.

The digital image-capturing apparatus 100 of FIG. 1 is an
example of the image processing apparatus according to a
current embodiment. However, the image processing appara-
tus is not limited to the digital image-capturing apparatus 100.
That is, the image processing apparatus according to the
embodiment may be applied not only to the digital image-
capturing apparatus 100 but may also be applied to a personal
digital assistant (PDA), a mobile phone, a computer, or the
like, which may capture an image, may store the image, and
may reproduce images stored in a storage medium. Also, a
configuration of the digital image-capturing apparatus 100 is
not limited to what is shown in FIG. 1. For convenience of
description, the current embodiment and other embodiments
to follow are described with reference to the digital image-
capturing apparatus 100 but the current embodiment and
other embodiments according to the invention are not limited
thereto.

FIG. 2 is a diagram of an example of an image processing
apparatus 200a according to an embodiment of the invention.
The image processing apparatus 200a of FIG. 2 may be a part
of'the digital image-capturing apparatus 100 of FIG. 1 or may
be a part of a PDA, a mobile phone, or a computer. For
example, configuring elements shown in FIG. 2 may be a part
of the CPU/DSP 170 of FIG. 1. Although not illustrated in
FIG. 1, the configuring elements shown in FIG. 2 may not be
the part of the CPU/DSP 170 of FIG. 1 and may be indepen-
dent configuring elements. Referring to FIG. 2, the image
processing apparatus 200a includes a face detecting unit 210,
a composition determining unit 220, a composition selecting
unit 230, and an image generating unit 240.

The face detecting unit 210 detects a face from a first
image. The first image may be an image that is captured by the
digital image-capturing apparatus 100 and then is input to the
CPU/DSP 170. Alternatively, the first image may be an image
that is stored in a predetermined storage unit, e.g., the data
storage unit 142. The face detecting unit 210 may be embod-
ied by using one of various face detection algorithms. The
face detection algorithm may, for example, be configured to
detect a face by using position information and feature infor-
mation regarding the eyes, nose, and mouth of a person.

The composition determining unit 220 determines a com-
position of the first image. The composition of the first image
may be determined by using a position of a face, a size of a
face, the number of faces, or an aspect ratio of the first image,
which are detected by the face detecting unit 210. In embodi-
ments, the composition determining unit 220 may determine
a composition based on information associated with the
stored image.

FIGS. 3A through 3C illustrate an example of an image for
describing an embodiment of the invention.

Inthe current embodiment, according to a size of a detected
face, the composition determining unit 220 may determine to
which category a first image belongs, wherein the category
includes a face-focused image, a face-landscape combined
image, and a landscape image. As illustrated in FIG. 3A, ifa
size of a face area FA is equal to or greater than a predeter-
mined reference value, the composition determining unit 220
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determines that the first image is a face-focused image. As
illustrated in FIG. 3B, if the size of the face area FA is within
apredetermined range, the composition determining unit 220
determines that the first image is a face-landscape combined
image. As illustrated in FIG. 3C, if the size of the face area FA
is less than the predetermined reference value, the composi-
tion determining unit 220 determines that the first image is a
landscape image.

According to the current embodiment, the composition
determining unit 220 may determine a composition of the first
image in consideration of both a size of a face and a position
of the face. For example, the composition determining unit
220 determines that the first image is a face-focused image or
a face-landscape combined image only when the face is
included in a reference area AREA1. In this case, if the face is
positioned in an area other than the reference area AREAL1,
the composition determining unit 220 may determine that the
first image is a landscape image although the size of the face
satisfies a requirement for a face-focused image or a face-
landscape combined image.

According to the current embodiment, only if the face is
detected from the first image by the face detecting unit 210,
the composition determining unit 220 may determine the
composition of the first image, and if the face is not detected
from the first image, the composition determining unit 220
may determine that the composition of the first image does
not include a face.

The composition selecting unit 230 selects a composition
of a second image according to the composition of the first
image determined by the composition determining unit 220.
The second image includes at least one face detected from the
first image and is obtained by setting a face-focused compo-
sition and then by trimming the first image. According to one
or more embodiments of the invention, one or more second
images may be generated. The composition selecting unit 230
may select at least one of an aspect ratio of the second image,
a size of a face, the number of faces, and a position of a face
according to at least one of the following from the first image,
the aspect ratio, the size of the face, the number of faces, and
the position of the face.

For example, the composition selecting unit 230 may select
the aspect ratio of the second image to be the same as the
aspect ratio of the first image. In another example, the com-
position selecting unit 230 may select the aspect ratio of the
second image to be a predetermined aspect ratio, regardless of
the aspect ratio of the first image. In embodiments, the com-
position selecting unit 230 provides a user interface for a user
to select the composition or portions of the composition.

Also, the composition selecting unit 230 may determine
the size and position of the face in the second image according
to the position of the face in the first image and the composi-
tion of the first image.

For example, if the face is positioned at a center portion of
the first image, the composition selecting unit 230 allows the
face to be positioned at a center portion of the second image,
if the face is positioned at a left portion of the first image, the
composition selecting unit 230 allows the face to be posi-
tioned at a left portion of the second image, and if the face is
positioned at a right portion of the first image, the composi-
tion selecting unit 230 allows the face to be positioned at a
right portion of the second image. Here, in a case where the
face is positioned at the left portion or the right portion of the
first image, the composition selecting unit 230 may select the
position of the face in the second image to allow the face to be
positioned near a Y4 point from the left portion or the right
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portion. By doing so, it is possible to provide a face image
having an excellent composition which may reflect the intent
of the user.

In another embodiment, the composition of the second
image may be selected in consideration of a gaze of the face,
anobject around the face, or existence of another person in the
first image. That is, the composition selecting unit 230 may
select in which direction a margin is to be arranged according
to a direction of the gaze of the face. Also, the composition
selecting unit 230 may select the composition of the second
image to include or exclude the object around the face or the
other person.

Also, the composition selecting unit 230 may select the
size and position of the face in the second image according to
whether the first image is a face-focused image, a face-land-
scape combined image, or a landscape image. For example, if
the first image is a face-focused image, the size of the face in
the second image may be set as a first reference size. If the first
image is a face-landscape combined image, the size of the
face in the second image may be set as a second reference size
that is smaller than the first reference size. If the first image is
a landscape image, the size of the face in the second image
may be set as a third reference size that is smaller than the
second reference size.

FIGS. 4A and 4B illustrate examples of images which have
various compositions as second images for describing an
embodiment of the invention. According to the current
embodiment, a plurality of the second images having various
compositions may be generated according to the composition
of the first image. If the first image is a face-focused image
IMG101, a plurality of second images IMG 211 and IMG 212
that have various compositions and in which a size of a face is
set as the first reference size can be generated. If the first
image is a face-landscape combined image IMG 102, a plu-
rality of second images having various compositions and
including a second image IMG 221 in which a size of a face
is set as the first reference size, and a second image IMG 222
in which a size of a face is set as the second reference size can
be generated. If the first image is a landscape image, a plu-
rality of second images having various compositions and
including a second image in which a size of a face is set as the
first reference size and another second image in which a size
of a face is set as the third reference size can be generated.

The image generating unit 240 generates the second image
according to the composition of the second image selected by
the composition selecting unit 230. The second image includ-
ing a face may be generated by trimming the first image,
wherein the face is detected by the face detecting unit 210.

FIG. 5 is an example of a flowchart of a method of process-
ing an image, according to an embodiment of the invention.

First, a face is detected from a first image (operation S502).
The detection of the face may be performed by using one of
various face detection algorithms.

Next, a composition of the first image is determined (op-
eration S504). The composition of the first image may be
determined by, for example, using a position of a face, a size
of a face, the number of faces, or an aspect ratio of the first
image. For example, the composition of the first image may
be determined as a face-focused image, a face-landscape
combined image, or a landscape image.

When the composition of the first image is determined, a
composition of a second image is selected based on the com-
position of the first image (operation S506).

An aspect ratio of the second image may be selected to be
the same as the aspect ratio of the first image. In another
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embodiment, the aspect ratio of the second image may be
selected as a predetermined aspect ratio, regardless of the
aspect ratio of the first image.

A position of a face in the second image may be selected
according to the position of the face in the first image. In
another embodiment, the position of the face in the second
image may be selected according to a preset composition. In
another embodiment, the composition of the second image
may be selected in consideration of a gaze of the face, an
object around the face, or existence of another person in the
first image.

The size and position of the face in the second image may
be selected according to whether the first image is a face-
focused image, a face-landscape combined image, or a land-
scape image.

According to the current embodiment, a plurality of second
images having various compositions may be generated
according to the composition of the first image.

When the composition of the second image is selected
(operation S506), the second image is generated according to
the selected composition of the second image (operation
S508). Here, the second image including the detected face
may be generated by trimming the first image.

FIG. 6 illustrates an example of a structure of an image
processing apparatus 2005 according to another embodiment
of the invention. The image processing apparatus 2005
includes the face detecting unit 210, the composition deter-
mining unit 220, a trimming condition determining unit 610,
the composition selecting unit 230, and the image generating
unit 240. In the description regarding the image processing
apparatus 2005, detailed descriptions that are similar as those
of the image processing apparatus 200a may be omitted.

The face detecting unit 210 detects a face from a first
image.

The composition determining unit 220 determines a com-
position of the first image.

The trimming condition determining unit 610 determines
whether the first image satisfies a trimming condition to per-
form a trimming operation. The composition selecting unit
230 and the image generating unit 240 may select a compo-
sition of the second image and may generate the second image
only when the trimming condition determining unit 610
determines that the trimming operation can be performed.

According to the current embodiment, if a face is detected
by the face detecting unit 210, the trimming condition deter-
mining unit 610 determines that the trimming operation can
be performed, and if a face is not detected by the face detect-
ing unit 210, the trimming condition determining unit 610
determines that the trimming operation cannot be performed.

According to another embodiment, if only one face is
detected by the face detecting unit 210, the trimming condi-
tion determining unit 610 may determine that the trimming
operation can be performed, and if a face is not detected or if
two or more faces are detected, the trimming condition deter-
mining unit 610 may determine that the trimming operation
cannot be performed.

According to another embodiment, if a size of a face is not
included in a predetermined range, the trimming condition
determining unit 610 may determine that the trimming opera-
tion cannot be performed. If the size of the face is too large, a
portion of a landscape is too small so that a second image
having a new composition cannot be generated, and if the size
of the face is too small, when an image is enlarged, the
definition of the image is decreased, which deteriorates the
image quality of the second image.
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The composition selecting unit 230 selects the composition
of'the second image according to the composition of the first
image determined by the composition determining unit 220.

According to the composition of the second image selected
by the composition selecting unit 230, the image generating
unit 240 generates the second image including the face by
trimming the first image, wherein the face is detected by the
face detecting unit 210. The image generating unit 240 stores
the second image as a separate image file in the data storage
unit 142. Also, the first image is stored as a separate image file
in the data storage unit 142.

According to the current embodiment, when the second
image is stored in the data storage unit 142, the image gener-
ating unit 240 may store face-related information together
with an image file of the second image. In addition, the image
generating unit 240 may store an image file of the first image
related to the second image, and information regarding other
second images generated from the first image.

FIG. 7 is an example of a flowchart of a method of process-
ing an image, according to another embodiment of the inven-
tion. First, a face is detected from a first image (operation
S702).

Next, a composition of the first image is determined (op-
eration S704). The composition of the first image may be
determined by using a position of a face, a size of a face, the
number of faces, or an aspect ratio of the first image.

If the face is detected (operation S702), it is determined
whether the first image satisfies a trimming condition to per-
form a trimming operation (operation S706).

According to the current embodiment, in operation S706, if
the face is detected, it is determined that the trimming opera-
tion is possible, and if the face is not detected, it is determined
that the trimming operation is not possible.

According to another embodiment, in operation S706, it
may be determined that the trimming operation can be per-
formed only if one face is detected, and it may be determined
that the trimming operation cannot be performed if a face is
not detected or if two or more faces are detected.

According to another embodiment, in operation S706, it
may be determined that the trimming operation cannot be
performed if a size of the face is not included in a predeter-
mined range.

According to the flowchart of FIG. 7, after the composition
of the first image is determined (operation S704), it is deter-
mined whether the trimming operation can be performed
(operation S706). However, one or more embodiments of the
invention are not limited to an order of the flowchart. That is,
in another embodiment, after the face is detected (operation
S702), it may be determined whether the trimming operation
can be performed (operation S706), and then if it is deter-
mined that the trimming operation can be performed, the
composition of the first image may be determined (operation
S704).

If it is determined that the trimming operation can be per-
formed (operation S706), a composition of a second image is
selected based on the composition of the first image (opera-
tion S708).

When the composition of the second image is selected
(operation S708), according to the selected composition of
the second image, the second image including the detected
face is generated by trimming the first image (operation
S710).

FIG. 8 is a flowchart of an example of a method of process-
ing an image, according to another embodiment of the inven-
tion.

According to the current embodiment, if a plurality of faces
is detected from a first image, a second image is generated by
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grouping the plurality of faces according to disposition of the
faces in the first image, or second images are generated by
separately trimming the plurality of faces. In the image pro-
cessing apparatus 2005, if the composition determining unit
220 determines that the first image includes a plurality of
faces, the composition selecting unit 230 may select a com-
position of the second image according to a method of select-
ing a composition of a plurality of faces, which is to be
described below.

First, a face is detected from a first image (operation S802).

If a plurality of faces are detected from the first image
(operation S804), a size of each of the faces and a distance
between the faces are calculated (operation S806).

Next, at least one face to be included in a second image is
selected based on the size of each of the faces and the distance
between the faces included in the first image (operation
S808).

FIGS. 9A through 9E are example diagrams for describing
a process by which a composition of a second image is
selected based on a first image having a plurality of faces,
according to an embodiment of the invention.

According to the current embodiment, faces to be included
in the second image are selected according to a distance
between the plurality of faces and a size of each of the plu-
rality of faces. FIG. 9A illustrates the first image. The first
image includes four persons A, B, C, and D.

According to the current embodiment, when a distance
between faces is equal to or less than a predetermined refer-
ence value, the faces are determined as a group. In FIG. 9A,
the persons A, B, and C may be determined as a group, and the
person D may be determined as a separate group.

According to the current embodiment, if a plurality of
groups are detected, a group including faces, each having a
size less than the predetermined reference value, may be
excluded from the second image. In FIG. 9A, the person D
forms a group, and because a size of at least one face included
in the group is less than the predetermined reference value,
the group may be excluded from the second image.

In addition, according to the current embodiment, a main
group from among a plurality of groups may be determined
and faces that are included in the plurality of groups other
than the main group may be excluded from the second image.
The main group may be selected according to the number of
faces included in a group, sizes of faces included in a group,
or a size of a largest face included in a group. In a case where
the persons A, B, and C are determined as a main group, as
shown in FIG. 9A, the person D may be determined as a
non-target object to exclude the person D from the second
image.

When a face to be included in the second image is selected
(operation S808), the composition of the second image is
selected (operation S810). With respect to the first image of
FIG. 9A, ifpersons A, B, and C are selected to be included in
the second image and person D is excluded from the second
image, the composition of the second image may be selected
to include the persons A, B, and C as shown in FIG. 9B. In this
case, as described above, the composition of the second
image may be selected according to a size of a face, a position
of a face, and the number of faces in the first image, and an
aspect ratio of the first image. Alternatively, the composition
of the second image may be selected in consideration of the
number of faces included in the second image, and the dis-
position between the faces of the second image.

Also, as illustrated in FIGS. 9C, 9D, and 9E, the composi-
tion of the second image may be selected so that a trimming
operation may be performed on each of the faces included in
the second image. As illustrated in FIGS. 9D and 9E, a plu-
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rality of second images having various compositions may be
generated. Also, like the person B, if a size of a face is equal
to or less than the predetermined reference value, a sepa-
rately-trimmed second image may not be generated with
respect to the person B.

Also, in a case where the person D is selected to be included
in the second image, the composition of the second image
may be selected so that the trimming operation may be sepa-
rately performed on the person D.

FIGS. 10A through 10C are example diagrams for describ-
ing an example process by which a composition of an
example second image is selected based on a first image
having a plurality of faces, according to another embodiment
of'the invention. FIG. 10A illustrates a first image including a
plurality of persons. The first image of FIG. 10 A includes four
persons E, F, G, and H, of which the persons E and F are
adjacent to each other and of which the persons G and H are
adjacent to each other. In this case, adjacent faces are grouped
according to a distance between the faces. In the firstimage of
FIG. 10A, the persons E and F may be grouped as one group
and the persons G and H may be grouped as another group. In
this case, as illustrated in FIG. 10B, the composition of the
second image may be selected to include the persons E and F
that belong to one group, and as illustrated in FIG. 10C, the
composition of the second image may be selected to include
the persons G and H. However, according to the current
embodiment, it is also possible that the composition of the
second image is selected so that a trimming operation is
performed on each of the persons E, F, G, and H.

When the composition of the second image is selected
(operation S810), the second image is generated according to
the selected composition of the second image (operation
S812).

FIG. 11 illustrates an example of a structure of an image
processing apparatus 200¢, according to another embodiment
of the invention.

The image processing apparatus 200¢ includes the face
detecting unit 210, the composition determining unit 220, the
composition selecting unit 230, a composition editing unit
1110, the image generating unit 240, and a post-processing
unit 1120. In the description regarding the image processing
apparatus 200¢, detailed descriptions that are the similar as
those of the image processing apparatus 20056 of FIG. 2 may
be omitted.

The face detecting unit 210 detects a face from a first
image.

The composition determining unit 220 determines a com-
position of the first image.

The composition selecting unit 230 selects a composition
of a second image according to the composition of the first
image determined by the composition determining unit 220.

The composition editing unit 1110 edits the composition of
the second image which is selected by the composition select-
ing unit 230 according to a user input. To do so, the compo-
sition editing unit 1110 may provide a user with the compo-
sition of the second image, which is selected by the
composition selecting unit 230, via the display unit 164 (refer
to FIG. 1) and may provide the user with a user interface by
which the user may edit the composition of the second image.
According to the current embodiment, a user may edit a
composition recommended by the composition selecting unit
230, so that user convenience may be increased.

FIG. 12 illustrates an example of a screen of a user interface
for a composition editing operation, according to an embodi-
ment of the invention. According to the current embodiment,
as illustrated in FIG. 12, a composition of a second image,
which is selected by the composition selecting unit 230, is
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displayed. In this regard, a trimming line 1210 indicating an
area including the second image, an area size adjustment icon
1220, and an area movement icon 1230 are provided. A user
may adjust the trimming line 1210, which indicate an area
including the second image, using the area size adjustment
icon 1220 and the area movement icon 1230.

According to the composition of the second image which is
selected by the composition selecting unit 230, the image
generating unit 240 generates the second image including the
face by trimming the first image, wherein the face is detected
by the face detecting unit 210.

The post-processing unit 1120 performs a post-processing
operation on the second image generated by the image gen-
erating unit 240. The post-processing unit 1120 may perform
the post-processing operation on the second image according
to the composition of the first image or the composition of the
second image.

FIG. 13 illustrates an example of a post-processing opera-
tion according to an embodiment of the invention. For
example, if a second image is a face-focused image, as illus-
trated in FIG. 13, the post-processing unit 1120 may increase
the clearness of a person in the second image or may correct
skin color or skin tone and may blur a background. If the
second image is a face-landscape combined image, a person
and a background in the second image may be clearly pro-
cessed. If the second image is a landscape image, chroma of
a landscape may be increased.

The image processing apparatus 2004, the image process-
ing apparatus 2005, or the image processing apparatus 200¢
may further include a communication unit (not shown) for
transmitting the first image or the second image to a web
server via a network. According to this configuration, a user
may use the first image or the second image in a social
networking service or the like, so that user convenience may
be increased,

According to the one or more embodiments of the inven-
tion, by providing a face-focused image that satisfies user
intention, it is possible to decrease a possibility of an image-
capturing failure and to provide a face-focused image having
an excellent composition.

The invention can also be embodied by storing computer-
readable codes in a computer-readable recording medium.
The computer-readable recording medium is any data storage
device that can store data which can be thereafter read by a
computer system. The computer-readable recording may be
non-transitory.

The computer-readable codes are configured to perform
operations for embodying the method of processing an image,
when the computer-readable codes are read from the com-
puter-readable recording medium and are executed by a pro-
cessor (e.g., the CPU/DSP 170). The computer-readable
recording medium may be embodied by various program-
ming languages. Also, functional programs, codes, and code
segments for accomplishing the invention can be easily con-
strued by programmers skilled in the art to which the inven-
tion pertains.

Examples of the computer-readable recording medium
include read-only memory (ROM), random-access memory
(RAM), CD-ROMs, magnetic tapes, floppy disks, optical
data storage devices, etc. The computer-readable recording
medium can also be distributed over network-coupled com-
puter systems so that the computer-readable code is stored
and executed in a distributed fashion.

The various illustrative logics, logical blocks, modules,
and circuits described in connection with the embodiments
disclosed herein may be implemented or performed with a
general purpose processor, a digital signal processor (DSP),
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an application specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA) or other programmable logic
device, discrete gate or transistor logic, discrete hardware
components, or any combination thereof designed to perform
the functions described herein. A general-purpose processor
may be a microprocessor, but, in the alternative, the processor
may be any conventional processor, controller, microcontrol-
ler, or state machine. A processor may also be implemented as
a combination of computing devices, e.g., a combination of a
DSP and a microprocessor, a plurality of microprocessors,
one or more microprocessors in conjunction with a DSP core,
or any other such configuration.

Further, the steps and/or actions of a method or algorithm
described in connection with the aspects disclosed herein
may be embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A
software module may reside in RAM memory, flash memory,
ROM memory, EPROM memory, EEPROM memory, regis-
ters, a hard disk, a removable disk, a CD-ROM, or any other
form of storage medium known in the art. An exemplary
storage medium may be coupled to the processor, such that
the processor can read information from, and write informa-
tion to, the storage medium. In the alternative, the storage
medium may be integral to the processor. Further, in some
aspects, the processor and the storage medium may reside in
an ASIC. Additionally, the ASIC may reside in a user termi-
nal. In the alternative, the processor and the storage medium
may reside as discrete components in a user terminal. Addi-
tionally, in some aspects, the steps and/or actions of a method
or algorithm may reside as one or any combination or set of
instructions on a machine readable medium and/or computer
readable medium.

While the foregoing disclosure discusses illustrative
aspects and/or embodiments, it should be noted that various
changes and modifications could be made herein without
departing from the scope of the described aspects and/or
embodiments as defined by the appended claims. Further-
more, although elements of the described aspects and/or
embodiments may be described or claimed in the singular, the
plural is contemplated unless limitation to the singular is
explicitly stated. Additionally, all or a portion of any aspect
and/or embodiment may be utilized with all or a portion of
any other aspect and/or embodiment, unless stated otherwise.

What is claimed is:
1. A method of processing an image, the method compris-
ing:
detecting a face from a first image;
determining a category of the first image, wherein the
category comprises a face-focused image, a face-land-
scape combined image, and a landscape image;

selecting a composition of a second image according to the
category of the first image; and

generating the second image comprising the face by trim-

ming the first image, according to the composition ofthe
second image.

2. The method of claim 1, further comprising:

storing the first image; and

storing the second image.

3. The method of claim 1, wherein the determining of the
category comprises determining a composition of the first
image based on a position of the face, a size of the face, the
number of faces, or an aspect ratio of the first image.

4. The method of claim 3, further comprising determining
whether a trimming operation can be performed, according to
detection information regarding the face or the composition
of the first image, and
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wherein the selecting of the composition and the generat-
ing of the second image are performed only when the
trimming operation can be performed according to a
result of the determining.

5. The method of claim 4, wherein the determining of the
trimming operation comprises determining that the trimming
operation cannot be performed if a plurality of faces are
detected from the first image, if a face is not detected from the
first image, or if a size of the face is greater than a reference
value.

6. The method of claim 1, further comprising, if a plurality
of faces are detected from the first image, selecting faces to be
included in the second image based on a size of each of the
plurality of faces or a distance between the plurality of faces,
and

wherein the selecting of the composition comprises select-
ing the composition of the second image based on the
size of each of the plurality of faces or the distance
between the plurality of faces.

7. The method of claim 6, wherein, if the plurality of faces
is detected from the first image, the generating of the second
image comprises generating the second image by separately
trimming each of the plurality of faces, or generating the
second image by performing a trimming operation to com-
prise two or more faces from among the plurality of faces.

8. The method of claim 1, further comprising performing a
post-processing operation for adjusting the clearness of a face
and the clearness of a background in the second image
according to the category of the first image.

9. The method of claim 1, further comprising editing the
composition of the second image according to a user input.

10. The method of claim 1, further comprising storing
relation information indicating that the first image and the
second image comprise the same face.

11. An image processing apparatus comprising:

a face detecting unit configured to detect a face from a first

image;

a category determining unit configured to determine a cat-
egory of the first image, wherein the category comprises
aface-focused image, a face-landscape combined image
and a landscape image;

a composition selecting unit configured to select a compo-
sition of a second image according to the category of the
first image; and

an image generating unit configured to generate the second
image comprising the face by trimming the first image,
according to the composition of the second image.

12. The image processing apparatus of claim 11, further
comprising a data storage unit configured to store the first
image and the second image.

13. The image processing apparatus of claim 12, wherein
the data storage unit is configured to store relation informa-
tion indicating that the first image and the second image
comprise the same face.

14. The image processing apparatus of claim 11, wherein
the category determining unit is configured to determine a
composition of the first image based on a position of the face,
a size of the face, the number of faces, or an aspect ratio of the
first image.

15. The image processing apparatus of claim 14, further
comprising a trimming condition determining unit config-
ured to determine whether a trimming operation can be per-
formed, according to detection information regarding the face
or the composition of the first image, and
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wherein the image generating unit is configured to generate
the second image if the trimming condition determining
unit determines that the trimming operation can be per-
formed.
16. The image processing apparatus of claim 15, wherein
the trimming condition determining unit is configured to
determine that the trimming operation cannot be performed if
a plurality of faces are detected from the first image, if a face
is not detected from the first image, or if a size of the face is
greater than a reference value.
17. The image processing apparatus of claim 11, wherein,
if a plurality of faces are detected from the first image, the
composition selecting unit is configured to select faces to be
included in the second image and the composition of the
second image, based on a size of each of the plurality of faces
or a distance between the plurality of faces.
18. The image processing apparatus of claim 17, wherein,
if the plurality of faces are detected from the first image, the
image generating unit is configured to generate the second
image by separately trimming each ofthe plurality of faces, or
to generate the second image by performing a trimming
operation to comprise two or more faces from among the
plurality of faces.
19. The image processing apparatus of claim 11, further
comprising a post-processing unit configured to adjust the
clearness of a face and the clearness of a background in the
second image according to the category of the first image.
20. The image processing apparatus of claim 11, further
comprising a composition editing unit configured to edit the
composition of the second image according to a user input.
21. A non-transitory computer-readable storage medium
for storing computer program codes for executing a method
of processing an image, the method comprising:
detecting a face from a first image;
determining a category of the first image, wherein the
category comprises a face-focused image, a face-land-
scape combined image and a landscape image;

selecting a composition of a second image according to the
category of the first image; and

generating the second image comprising the face by trim-

ming the first image, according to the composition ofthe
second image.

22. The computer-readable storage medium of claim 21,
wherein the method further comprises:

storing the first image; and

storing the second image.

23. The computer-readable storage medium of claim 21,
wherein the determining of the category of the first image
comprises determining a composition of the first image based
on a position of the face, a size of the face, the number of
faces, or an aspect ratio of the first image.

24. The computer-readable storage medium of claim 23,
wherein the method further comprises determining whether a
trimming operation can be performed, according to detection
information regarding the face or the composition of the first
image, and,

wherein the selecting of the composition of the second

image and the generating of the second image are per-
formed only when the trimming operation can be per-
formed according to a result of the determining.

25. The computer-readable storage medium of claim 24,
wherein the determining of the trimming operation comprises
determining that the trimming operation cannot be performed
if a plurality of faces are detected from the first image, ifa face
is not detected from the first image, or if a size of the face is
greater than a reference value.
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26. The computer-readable storage medium of claim 21,
wherein, if a plurality of faces are detected from the first
image, the method further comprises selecting faces to be
included in the second image based on a size of each of the
plurality of faces or a distance between the plurality of faces,
and

wherein the selecting of the composition comprises select-

ing the composition of the second image based on the
size of each of the plurality of faces or the distance
between the plurality of faces.

27. The computer-readable storage medium of claim 26,
wherein, if the plurality of faces are detected from the first
image, the generating of the second image comprises gener-
ating the second image by separately trimming each of the
plurality of faces, or generating the second image by perform-
ing a trimming operation to comprise two or more faces from
among the plurality of faces.

28. The computer-readable storage medium of claim 21,
wherein the method further comprises performing a post-
processing operation for adjusting the clearness of a face and
the clearness of a background in the second image according
to the category of the first image.

29. The computer-readable storage medium of claim 21,
wherein the method further comprises editing the composi-
tion of the second image according to a user input.

30. The computer-readable storage medium of claim 21,
wherein the method further comprises storing relation infor-
mation indicating that the first image and the second image
comprise the same face.
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